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Late spring and summer 
weather brings blooms of 
color to the Atlantic Ocean 
off of South America. The 
Patagonian Shelf Break is 
a biologically rich patch of 
ocean where airborne dust 
from the land, iron-rich 
currents from the south, 
and upwelling currents 

from the depths provide a bounty of nutrients for the grass 
of the sea—phytoplankton. In turn, those floating sunlight 
harvesters become food for some of the richest fisheries in 
the world.

The Visible Infrared Imaging Radiometer Suite (VIIRS) 
on Suomi NPP captured this false-color view of 
phytoplankton-rich waters off of Argentina on December 
2, 2014. Scientists in NASA’s Ocean Color Group used 
three wavelengths (671, 551, and 443 nanometers) of light 
to highlight different plankton communities in the water. 
Bands of color not only reveal the location of plankton, but 
also the dynamic eddies and currents that carry them.

The aquamarine stripes and swirls are 
likely coccolithophores, a type of phytoplankton with 
microscopic calcite shells that can give water a chalky 
color. The various shades of green are probably a mix of 
diatoms, dinoflagellates, and other species.

Blooms occur off of Patagonia because warmer, saltier 
waters from the subtropics meet the colder, fresher waters 
flowing up from the south. These currents collide along 
what oceanographers call a shelf-break front, a turbulent 
area of vertical and horizontal mixing on the edge of the 
continental shelf..

NASA images by Norman Kuring, NASA’s  Ocean Color 
Group. For more information, visit http://earthobservatory.
nasa.gov/IOTD/view.php?id=84870
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Reliable Spatial Relationship Constrained
Feature Point Matching of Oblique Aerial Images

Han Hu, Qing Zhu, Zhiqiang Du, Yeting Zhang, Yulin Ding

Abstract 
This paper proposes a reliable feature point matching method 
for oblique images using various spatial relationships and 
geometrical information for the problems resulted by the 
large view point changes, the image deformations, blurring, 
and other factors. Three spatial constraints are incorporated 
to filter possible outliers, including a cyclic angular ordering 
constraint, a local position constraint, and a neighborhood 
conserving constraint. Other ancillary geometric informa-
tion, which includes the initial exterior orientation param-
eters that are obtained from the platform parameters and a 
rough DEM, are used to transform the oblique images geo-
metrically and reduce the perspective deformations. Experi-
ment results revealed that the proposed method is superior 
to the standard SIFT regarding both precision and correct 
matches using images obtained by the SWDC-5 system. 

Introduction
Beginning in 2000, oblique aerial camera systems garnered 
attention from the photogrammetry community due to their 
ability to capture the facades of buildings and their ability to 
be briefly interpreted (Petrie, 2009). Many penta-view camera 
systems that feature four 45° oblique cameras and one nadir 
camera, including Pictometry (Gerke and Kerle, 2011), MIDAS 
(Madani, 2012), and SWDC-5 that are used in this paper, have 
collected numerous datasets. However, traditional photo-
grammetry techniques and software are designed primarily 
for nadir images and are difficult to adapt for oblique aerial 
images. New challenges have been posed to photogrammetry 
practitioners to integrate all of the images to extract more 
compact and accurate information, especially for oblique 
views (Jacobsen, 2009; Nyaruhuma et al., 2012; Fritsch and 
Rothermel, 2013).

Exterior orientation (EO) parameters for the images are 
necessary prior to 3D reconstruction (Gerke, 2009), texture 
mapping (Wang et al., 2008), position measurement (Xiong et 

al., 2014), and other mapping applications. Because all of the 
cameras are installed on a rigid platform and held station-
ary after manufacturing, the bore-sight angles and transla-
tions (called platform parameters) between the nadir view 
and the four oblique views are fixed in the ideal condition 
(Wiedemann and Moré, 2012) and are calibrated using retro-
reflect coded targets in the calibration field (Fraser, 1997). In 
theory, only the EO parameters for the nadir images need to be 
estimated in the bundle adjustment. However, due to reinstal-
lations, limitations in mechanical manufacturing, and pos-
sible asynchronous exposures among different cameras, the 
platform parameters are not stable and can only be considered 
as fixed in a single flight (Jacobsen, 2009). In this situation, a 
combined bundle adjustment with both the nadir and oblique 
images in the same block are necessary, which requires suf-
ficient tie points to sew the block together.

It turns out that feature matching between nadir images 
and oblique images is astonishingly difficult because of the 
obvious difference in their appearances, which consists of oc-
clusions, perspective deformations, light conditions, and blur 
that are caused by the wide baseline and large tilting angles 
(Yao and Cham, 2007; Yang et al., 2012). Additionally, in 
production practice, an existing solution with traditional soft-
ware is to process images for each camera separately and then 
manually select enough inter-camera tie points to assemble 
different blocks of images together. However, this solution is 
not only time consuming, but it is also prone to inter-camera 
inconsistencies due to the lack of accurate tie points.

To eliminate the drudgery of manual selection and to im-
prove the quality of bundle adjustment, we propose to amend 
the standard feature matching process by injecting additional 
spatial relationships of feature points into the process to 
increase the reliability, rather than only using the appearance 
information of the images. Specifically, we propose a cyclic 
angular order constraint, a local position constraint and a 
neighborhood conserving constraint. Furthermore, the initial 
geometric information of the five cameras that is obtained 
from the global positioning system (GPS) and inertial measure-
ment unit (IMU) onboard the aircraft, calibrated platform pa-
rameters, and a rough DEM are used to geometrically transform 
the images, in order to reduce the perspective deformations. 
In our previous work (Zhu et al., 2007), a filter strategy using 
information content is proposed to improve the repeatabil-
ity of the interest points and the reliability of the matches, 
which is also based on the appearance information. However, 
when the images are essentially dissimilar in appearance, 
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the spatial relationships are more important cues that are 
responsible for reliable feature correspondence. Furthermore, 
the spatial relationship constraint has been confirmed to be 
a powerful method for wide baseline-dense matching in our 
previous work.

In the next section, feature matching methods based on 
appearance and spatial relationships are briefly introduced. 
Then, we present two core innovative steps of the proposed 
methods followed by information for the configurations of the 
oblique camera system and the datasets obtained. The per-
formance of the proposed methods is subsequently evaluated 
leading to concluding remarks.

Related Works
In an early investigation of image matching, three funda-
mental properties of the correct correspondences were set 
up (Ullman, 1979): Similarity: the correspondences must be 
similar in appearance among the matching images. Proximity: 
the correspondences must have tenable spatial relationships. 
For example, in the situation of repeated patterns, images 
of textureless, spatial relationships provide clues for estab-
lishing correspondences or removing outliers among identi-
cal features. Exclusion: the final feature matches should be 
established one-on-one and can simply be enforced by cross 
check, which is a two-step procedure of forward and back-
ward matching.

In the photogrammetry and computer vision communi-
ties, feature matching methods have been prosperous; most 
of these methods resorted to appearance information alone to 
identify correspondences. To the best of our knowledge, the 
earliest feature matching method dates to the Moravec (1981) 
corner detector and normalized cross correlation (NCC). Since 
then, the robust pyramid matching strategy (Wang, 1990) has 
been the software standard, which uses intersecting points to 
detect corners (Moravec, 1981; Förstner and Gülch, 1987; Har-
ris and Stephens, 1988) and NCC to match the features from 
coarse to fine. In applications where accuracy is important, 
the least square matching (LSM) strategy is also mandatory for 
locating the matches in a sub-pixel position (Gruen, 1985). 
The sophisticated paradigm that uses pyramid matching and 
LSM is widely adopted in both aerial and close range applica-
tions. Liang and Heipke (1996) integrate an automatic relative 
orientation method with a modified Moravec detector and a 
coarse-to-fine matching strategy into their method. Several 
hundreds of well distributed correspondences are found, and 
the results indicate that internal accuracies reached less than 
0.3 pixels, even in scanned digital images. Lerma et al. (2013) 
compare different matching strategies for close range appli-
cations, in which artificial retro-reflect targets are not used. 
They confirm that NCC and LSM result in better accuracies for 
images with near parallel bore-sight directions.

The methods that match features with NCC can be con-
sidered to use the appearance information in a fixed square 
window around the corners. Consequently, NCC is essentially 
sensitive to scale and rotation changes (Lowe, 2004). Linde-
berg (1993) proposes to detect blob-like features that are stable 
in the scale space, and the same author also provides a practi-
cal solution to build the scale space that is the Laplacian of 
Gaussian (Lindeberg, 1998), which has triggered the develop-
ment of numerous invariant features. Based on the scale space 
theory, Lowe (2004) presents the milestone work of scale 
invariant feature transform (SIFT), which detects features in 
the scale space using the difference of Gaussian and describes 
the image blob with the histograms of gradients. Mikolajczyk 
and Schmid (2005) compare various features against dif-
ferent situations and claim that SIFT presents the best per-
formances, except for the case of large affine deformations. 

Some approaches attempt to restrict the features to be 
affine-invariant (Matas et al., 2004; Mikolajczyk and Schmid, 
2004); however, these approaches can cause either decreases 
in the amount of detected features or performance losses in 
the cases of small affine deformations (Lowe, 2004). Attempts 
to surpass the performance of SIFT have focused on descrip-
tor dimensions (Ke and Sukthankar, 2004), speed (Bay et al., 
2008) and affinity (Morel and Yu, 2009).

The methods described above use appearance information 
either in a square window or in a salient blob. The extracted 
feature descriptors are matched using NCC and Euclidean 
distances, respectively. When the appearances of the images 
are fundamentally dissimilar, their performances will pre-
dominantly decrease and cause a huge amount of false cor-
respondences. Spatial relation constraints are herein adopted 
to guide the matching process and remove outliers. Zhang 
(1988) invented a feature matching method called a “bridging 
mode” which is still widely used in the VirtuoZo software. 
The bridging mode assumes that a single feature point is not 
capable of describing a feature; thus, three points that form 
an image segment are adopted: two protruding points with 
a minimal intensity gradient and one point with a maximal 
gradient. The matching window is formed by the relation in 
the image segment. Zhang et al. (1991) extend the bridging 
mode to support search in two directions to enrich the match-
ing information and use dynamic programming to increase 
the global consistency. Although the matching window is 
adapted by the spatial relationships, the matching criterion 
is still determined by the NCC; therefore, the issues of the NCC 
still exist for this method.

Unlike the low-level feature descriptors, which have simi-
larity measurements that can be simply defined by Euclidean 
distances, the high-level spatial relations are complex to 
quantify. Existing methods that combine blob-like feature 
descriptors and spatial relations are usually formulated as 
a graph matching problem (Caetano et al., 2009). Li et al. 
(2005) use a Bayesian formulation, which is modeled by a 
Markov random field (MRF). The likelihood term enforces the 
similarities of the feature appearance/descriptors, and the a 
priori term encodes the cyclic order constraint of the Delau-
nay triangulations. The model is casted to the corresponding 
factor graph and solved with the max-product algorithm. 
Torresani et al. (2008) formulate the feature matching problem 
as a unified energy minimization task that encodes additional 
information, including feature appearance, geometric compat-
ibility, spatial coherence, and is solved using dual decomposi-
tion. The authors noticed that their method was equivalent to 
the graph matching problem that embodies pairwise con-
straints in edges and similarity measurements in the vertices 
of graphs. Liu et al. (2012) propose a similar method and con-
sider the optimization problem as finding two matched graphs 
with minimum non-rigid transformation errors. However, 
these graph matching approaches, which combine appearance 
and structure information in a unified framework, are NP-hard 
because all of the combinations of the binary labels that de-
note true/false matches must be exhausted to find the global 
solution (Li et al., 2005; Caetano et al., 2009). The space 
complexity of the algorithm is generally O(n4) (Caetano et al., 
2009; Torki and Elgammal, 2010), and the time complexity is 
O(n3) (Liu et al., 2012), where n is the number of features; this 
approach is often not appropriate for aerial images. Even 800 
correspondences will take almost 1,200 seconds to solve the 
problem (Liu et al., 2012), compared to nearly real time with 
the standard RANSAC approach. In our practical experience, 
the number of correspondences of a single stereo pair result 
in a magnitude of 103 to 104.
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Methodology
Algorithm Principle
As shown in Figure 1. We add two steps, which are detailed 
in the following Section, into the standard feature matching 
procedure. First, we use geometric transformation to relieve 
the perspective deformation between the oblique image and 
nadir images. Second, three spatial relation constraints are 
adopted to remove the remaining outlier by the random 
sample consensus (RANSAC) approach using epipolar informa-
tion. Because epipolar constraint is only imposed on a line, 
there are still possibilities for unfiltered false correspondences 
when the image format is large. In this situation, additional 
constraints to filter off remaining outliers are necessary.

Preprocessing
Before detection and matching of the feature points, we 
exploit the initial EO parameters to geometrically transform 
the images in order to relieve the perspective deformations as 
shown in Figure 1. Assuming the terrain is exactly a plane, a 
one-to-one correspondence can be established between the na-
dir and the oblique images. After defining a plane π → z− hflight 
= 0 to roughly approximate the terrain in the coordinate sys-
tem of vertical camera, a homography matrix H is estimated 
between the image plane of the vertical and oblique images. 
The homography matrix H is calculated in Equation 1 (Hartley 
and Zisserman, 2004) after giving calibrated camera matrix KV 
and KO for the vertical and oblique cameras, respectively:

	 H = KO(R + tnd
T )KV

–1	 (1)

where nd = n/d, n is the normal vector of plane π in the coor-
dinate system of the nadir image, d is the distance between its 
center and π, and [R,t] is the relative rotation and translation 
between the nadir and oblique images. Using the homogra-
phy matrix H, the image coordinate of the oblique camera 
mO can be mapped to the vertical view by mO = HmV. Using a 
specific resampling method, such as bilinear interpolation or 
bicubic interpolation, the pixels of the oblique image can be 
remapped to match the vertical view. Therefore, the perspec-
tive deformation in the oblique image is relieved.

To compensate for the differences of approximately 180° in 
the yaw angle between strips, a special method that treats all 
three rotation angles of the nadir images as zeros is adopted. 
Therefore, similar geometric transformations also apply to all 
of the nadir images. To enclose all of the transformed pixels, 
the rectified images must be enlarged and shifted according to 
the transformed boundaries. In this way, we can assume that 
the scale, rotation, and other perspective deformations have 
been eliminated.

The features are then detected, described and matched on 
the rectified images as shown in Figure 1; however, the point 
coordinates are reverse transformed to the original image 
coordinates because the geometric transformation defined 
by the homography matrix is invertable. Then, the follow-up 
outlier removal steps are performed because some constraints 
are only justifiable in the original image, such as the epipolar 
constraint. Because no invariant ability should be imposed on 
the features, we chose to use the FAST corner detector (Rosten 
et al., 2010) as suggested by Jazayeri and Fraser (2010) and a 
BRIEF descriptor (Calonder et al., 2012) for efficiency consid-
eration. The binary descriptors are then matched in hamming 
distance using approximate nearest neighbor search tech-
niques (Muja and Lowe, 2012), then reverse transformed to 
the original image coordinates. We also adopt the RANSAC ap-
proach to initially remove outliers; however, dozens of false 
correspondences out of the 104 matches still exist, even if 
the RANSAC threshold is set to 1 pixel, which will sometimes 
prevent the bundle adjustment from converging.

Spatial Relationship Constrained Outlier Removal
In this study we impose three more constraints on the initial 
correspondences based on spatial relations and classify 
them as inliers or outliers after quantifying the constraints, 
including the cyclic angular order constraint, local posi-
tion consistency constraint, and neighborhood conserving 
constraint. The first constraint assume that any non-rigid 
transform of the correspondences will not change the cyclic 
angular order between them; the second assumes that the 
positions of the correspondences in a local neighborhood 
should not abruptly change; and the last constraint that the 

Preprocessing

Standard  
method

Outlier  
removal

Figure 1. Workflow of the proposed method.
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neighborhood relationship should be conserved in correspon-
dences. It should be noted that all the three constraints are 
not processed sequentially, but in parallel with the refined 
correspondences after RANSAC outlier removal as shown in 
Figure 1. After executed in parallel, we removed the union set 
of the outliers detected in each constraint.

Cyclic Angular Order Constraint
In this study, the angular order of a feature point i in the refer-
ence image is denoted as Si, where i is the point number, and 
that in the matching image is denoted as S′i. S is formatted as 
the sequence of point numbers of the K nearest neighbors (de-
noted as N(i); k = 6 is adopted in this study), which is ordered 
clockwise. For example, as shown in Figure 2a the angular 
order for point No. 96 is S96={103,98,94,95,97,104} and that in 
the matching image (Figure 2b) is S′96={97,104,103,98,95,94}. 
Similarly, for the false correspondence point No. 94, the 
angular orders are S94={97,104,103,95,96,98} and S′94 = 
{104,103,97,96,95,98}.

Figure 2. Illustration of the cyclic angular order constraint: (a) A 
point pattern in the nadir image from CamE, and (b) the same 
point pattern in the oblique image from CamA. Point No. 94 is 
an outlier in this situation.

We can consider the sequences of S and S′ as two strings, 
and their differences can be measured by the edit distance. 
The edit distance quantifies the dissimilarity by counting 
the minimum number of operations to transform one string 
to another; the operations include insertion, deletion, and 
substitution of a single character. To compensate for the rota-
tion effects, the cyclic edit distance (denoted as CED(S,S′)) 
is adopted (Klein, 1998; Liu et al., 2012). For example, as 
discussed above, CED(S96,S′96) = 2 because it involves one de-
letion and one assertion of No. 94; similarly, CED(S94,S′94) = 4.

Under the assumption that a non-rigid transformation 
will not change the cyclic angular order of a point around its 
neighbors, we have also found that the cyclic angular order 
constraint is sometimes indeterminate. Thus, we relax the 
constraint to the following statement:

Cyclic Angular Order Constraint - For each correspondence i, 
if CED(Si,Si′) ≥ 4, then label correspondence i an outlier.

The constraint is established based on the following 
reasons: (a) When no outlier exists, the CED will be zero 
under the assumption that a non-rigid transformation will not 
change the cyclic angular order; (b) For a correct correspon-
dence, if only one outlier exists among its KNN and the outlier 
changes the angular order, then CED(Si,Si′) will always be 
two after careful investigations; and (c) For a false correspon-
dence, if the outlier changes the angular order, then CED(S,S′) 
will always be larger than four. Although the constraint will 

sometimes cause a false alarm (i.e., label the correct corre-
spondence an outlier) and neglect outliers, these cases are 
rare or can be remedied by other constraints. For example, 
there are two special cases: (a) more than two outliers exist 
around a correct correspondence, and (b) the outlier does not 
change the angular order. The first case is rather rare because 
the correspondences have already been filtered by RANSAC, 
and we only chose small neighbors. The latter case may be 
remedied by other steps, which is the reason that we use mul-
tiple spatial constraints.

Local Position Consistency Constraint
Using the initial correspondences, we can estimate a per-
spective transform function T(⋅) to approximately align the 
reference and matching image such that a point p(x, y) in the 
reference image can be mapped to the point p′(x′,y′) in the 
matching image as p′≈T(p). For example, Sun et al. (2014) use 
a 2D translation to simulate a global transformation, and the 
affine transformation is adopted by Han et al. (2012). In this 
paper, the affine model is calculated as:

	 T(p)=Ap+b	 (2)

where A is a 2 × 2 matrix and b is a 2 × 1 translation vector. 
However, the non-rigid deformation caused by variations in 
elevation and perspective transform cannot be simplified by 
the affine model. Absolute discrepancies exist between the 
points in the matching image and T(p) as denoted by the fol-
lowing 2 × 1 residual vector of r(p):

	 r(p)=p′−T(p).	 (3)

The local position consistency constraint is based on the 
assumption that after the affine transformation, the residuals 
should be consistent across a local area. More explicitly, for 
a point pi and its KNN {pk | k ∈ N(i)}, we calculate the average 

residuals of the neighbors μ pr k
k

r K= ( )∑ / , and the mean and 

standard deviation of their lengths as μ pr k
k

r K= ( )∑ /  and 

σ μr k r
k

r K= ( ) −( )∑ p
2

/ , respectively. It should be noted 

that, in most cases, μr r≠ μ . The local position consistency 
constraint imposes the following statement on the residual 
length and direction:

Local Position Consistency Constraint: The residual for a 
point pi in the reference image should satisfy the following 
constraint, otherwise label it as an outlier.
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(4)

where the first restricts the residual to be approximately in 
the same direction of its neighbors and the second impose 
constrain on the size of the residuals.

Neighborhood Conserving Constraint
The neighborhood conserving constraint is based on the as-
sumption that the neighbors of a point in the reference image 
are also the neighbors in the matching image. Therefore, we 
compute both the KNN of pi and pi′ as N(i) and N ′(i), respec-
tively. Ideally, the two ID sets should coincide with each 
other. The similarity of two sequence vectors of the points can 
simply be measured by their intersection, which is denoted as 
I(pi, pi′). Similar to the second constraint, the statistical aver-
age µI and standard deviation σI are obtained, and the third 
constraint is formally stated as follows:
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Neighborhood Conserving Constraint: The intersection num-
ber for the KNN of the two points in a correspondence, I(pi, 
pi′), should satisfy the following:

	 I(pi, pi′)>μi – 3σI.	 (5)

Algorithm Complexities
As described above, previous matching algorithms that 
adopted spatial constraints often resort to the graph match-
ing method, thus resulted in prohibitively expensive time 
and space complexities at the magnitude of O(n3), where n 
is the number of correspondences or even higher (Torki and 
Elgammal, 2010), which was unable to extend to aerial images 
applications. It can be noted that for all the three constraints, 
KNN search for all the correspondences are adopted and its 
time complexity is O(nlogn) in average. For the first con-
straint, we need to calculate the cyclic edit distance for each 
points at the time complexity of approximate O(Kn), where K 
is the selected number of nearest neighbors. For the second 
constraint, we need to calculate the statistical information of 
each cliques at the complexity of O(Kn). And for the last one, 
only global statistical information is needed with time com-
plexity of O(n). Considering that K is a relative small number, 
the total time complexity is only at O(nlogn) level. Further-
more, it is obviously that the space complexity is O(n). So the 
low algorithm complexities have guaranteed the extendibility 
of our method.

Experimental Evaluations
Configurations and Dataset
In this study, the oblique imagery system, SWDC-5, adopts 
the “Maltese Cross” configuration (Petrie, 2009). This type of 
configuration consists of five cameras: a single camera (CamE) 

pointing at nadir and four oblique cameras (CamA, CamB, 
CamC, and CamD). One pair of oblique cameras (CamA and 
CamC) point in opposite directions across the strips, whereas 
the other pair of cameras (CamB and CamD) view the same 
strip. Using a cross configuration system, the intuitive merits 
of having oblique views from four different directions are 
clearly emphasized by the ability to capture all of the possible 
facades of the buildings as shown in Figure 3.

The entire dataset consists of 27 strips that are collected 
during several flights by LEADOR SPATIAL over Jinyang, 
which is new development in the mountainous city of Gui-
yang. In fact, the flight conditions over the area were not good 
due to air movement and cloudy skies. The complete block 
contains 1,711 images for each camera at a strip overlap of 60 
percent and side overlap of 50 percent, from which only some 
continuous strips of the fifth flight were chosen here. The 
average elevation of the coverage area is approximately 1,300 
m, and the expected relative flight height is 600 m. The prin-
cipal distances of the camera are approximately 50 mm for 
the nadir images and 80 mm for the oblique images. With this 
configuration, the ground sample distance (GSD) is approxi-
mately 0.08 m. In this study, the image distortion and prin-
ciple point are pre-rectified to zero and to the image center, 
respectively. Additionally, a bundle adjustment of all of the 
nadir images was previously conducted using the integrated 
sensor orientation (Ip et al., 2007). The initial EO information 
was obtained from the GPS/IMU devices and several manually 
selected ground control points to eliminate the datum shift. 
The mean square error of unit weight σ0 is 0.3 pixels, and 
we treat triangulated 3D points from nadir images as control 
points in the experiments because no ground control points 
were available. Furthermore, the theoretical positioning error 
of the nadir images are at centimeters level. The platform pa-
rameters are calibrated in a calibration field as shown in Table 
1. The initial EO parameters for CamA to CamD are estimated 

Figure 3. The same building viewed from the nadir and four oblique views.
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with the platform parameters and the adjusted EO for CamE. 
Due to reinstallation and other miscellaneous reasons, the 
initial EO parameters may cause meters-level 3D position-
ing errors. However, the initial accuracies for the oblique EO 
parameters are enough, because they only contribute to the 
geometrical transformations.

Table 1. Platform Parameters of the Camera System; the Eulerian Angles 
are in the Order of ω→φ→κ. Camera is Pointing at Nadir and Camera to 

CamD are the Four Oblique Cameras

Translation POE Rotation ROE

X(m) Y(m) Z(m) φ(°) ω(°) κ(°)

CamA-CamE 0.109 0.003 0.04 -0.744 44.824 90.704

CamB-CamE 0.019 0.13 0.056 -44.550 -0.171 180.187

CamC-CamE -0.111 -0.014 0.037 0.705 -44.911 -89.346

CamD-CamE -0.002 -0.138 0.046 45.459 0.412 0.248

To qualitatively and quantitatively evaluate the perfor-
mance of the proposed methods, two types of experiments 
are conducted on two small subsets of images from the fifth 
flight, which include a dense built-up area and a rural area 
with vegetation and bare soil, as shown in Figure 4. First, we 
visually and statistically compare the match results with the 
standard SIFT methods using the two datasets. Next, we apply 
bundle adjustment to a block of 150 images and evaluate the 
quality of the bundle adjustment to quantify the performance 
of the correspondences.

Performance Evaluation of the Matching Results
In Plate 1, the match results of the proposed method and the 
standard SIFT method are displayed. For both methods, the 
ratio match (Lowe, 2004) is adopted, which detects the two 
nearest neighbors and only reserves those correspondences 
that exhibit a distance ratio between the two neighbors of less 
than 0.75. Furthermore, the cross check described previously 
is also adopted to ensure the one-on-one matching property. 
The successive RANSAC approach using a fundamental matrix 
follows the ratio match with a threshold of 1 pixel. To pres-
ent a better understanding of the matching results, the key 
points and the images of the oblique views are geometrically 
transformed without a shift such that the correspondences 
are approximately parallel to each other. Otherwise, the cor-
respondences will intersect and distort the meaning of the 
visual comparisons. The results of the proposed method are 
shown in Plate 1a and 1c. For the others, the matching results 
are obtained with the SIFT on the original images. The first 
column in each row provides the intuitional distributions of 
the correspondences, and the second column provides the 
matching results. The number of correspondences and the 
distribution are superior to those using SIFT, especially in the 
built-up areas where SIFT encountered enormous outliers after 
the RANSAC approach and most matches are centralized at 
few areas (Plate 1b). Furthermore, even in seriously occluded 
areas, such as the built-up areas in Plate 1a, we are also able 
to detect enough well-distributed tie points on building roofs 
when the shape of the roofs are relatively regular and simple.

To present a more comprehensive understanding of the 
performance of the proposed method, the matching results 

Figure 4. Overview of the two test areas. For each area, there are five images, where each image is from one of the five different cam-
eras (CamA to CamE).
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for the two areas are listed in Table 2. The number of final 
matches, the outliers detected by the spatial relationships 
constraint and the false alarms are presented. The false alarms 
are obtained by manual inspecting the detected outliers; 
specifically, they are the number of correct correspondences 
that are labeled as outliers. The false alarms rate is very low, 
partly because of the sparseness of the remaining outliers af-
ter previous outlier handling steps, such as cross check, ratio 
match and RANSAC. Another characteristic observed is that 
the performances for the images of the urban areas are slightly 
inferior to those of the rural areas. This is because occlusions 
are more severe in the previous scenario.

Turning into compare with other methods or software, we 
also use SIFT, VisualSFM (Wu, 2011) and Photoscan to test 
matching results with the same images. In the experiments, 
the SiftGPU (Wu, 2007) is adopted for the SIFT implementa-
tion, which is also used in VisualSFM for feature detection. 
It can be noted that whereas the performance of SIFT de-
creases dramatically in the urban areas, the proposed method 
performs considerably well; the geometric transformation 
relieves the perspective deformation, especially for regions 
that are parallel to the horizontal ground (i.e., the build-
ing roof and planar ground). In fact, in the urban area, more 

correspondences are detected on the building roofs than on 
the ground, which are more inclined to be occluded and tex-
tureless. Furthermore, in the case of matching between images 
of different oblique cameras, SIFT will totally fail after RANSAC 
outlier removal and VisualSFM also will not perform well, as 
shown in the last two rows of Table 2a and 2b. The transla-
tional tilting angles (Morel and Yu, 2009) between the images 
are approximately 90°, which makes it almost impossible for 
the partially affine invariant SIFT descriptor to establish cor-
rect correspondences. However, the proposed method is also 
capable of handling these cases. Although Photoscan is able 
to obtain enough tie points, its performance is still inferior to 
the proposed method and after careful examinations, we dis-
cover that Photoscan will produce enormous false matches. 
In fact, when images is significantly different, large amount of 
outliers are expected if not handled appropriately.

Furthermore, one of the major considerations on the 
performance for practical applications is the runtime speed. 
As described above, some previous works on feature points 
matching with spatial relationship constraints are imprac-
ticable in applications of aerial images due to prohibitively 
high space and time complexities (Liu et al., 2012). In order 
to provide some perspectives into the algorithm details, we 

Plate 1. Comparison of the matching results with the proposed method and the SIFT. The feature distribution and match-
ing results for 05021AR0004 and 05019ER0006 with (a) the proposed method, and (b) SIFT; and the same results for 
05015ER0023 and 05017AR0023 with (c) the proposed method, and (d) SIFT.
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demonstrate the runtime speed with respective to different 
modules of the method. As summarized in Table 3, although 
we have carefully chosen the feature detection method and 
diligently optimized the KNN search, which is specially tuned 
for speed, the bottleneck still lies in feature detection and KNN 
search for the match candidates. The first two steps operate 
on all the feature points, whose amount is at the level of 105, 
however the RANSAC filter and spatial filter proposed in this 
paper operate on the matching candidates succeeded to previ-
ous steps. This helps to explain the performance. Due to the 
low time complexities of the spatial filter as described above, 
the runtime of the three constraints are nearly negligible 
when compared to the hotspots in the procedures.

Performance Evaluation of Bundle Adjustment
To further evaluate the accuracies of the matching results, 
we select 150 images from seven strips (30 images for each 
camera) and conduct a bundle adjustment on the block of 
images using tie points that are generated and filtered by the 

proposed method. In the bundle adjustment, the EO param-
eters for the nadir images (CamE) are held fixed because 
these images have already been oriented with ground control 
points. Because all of the strips are from the same flight, we 
considered that the platform parameters at all of the expo-
sure positions are the same and unknown in the adjustment 
(Jacobsen, 2009). Among all of the images, we created 3,390 
pair-wise images matches because of the dense overlap ratio 
for the oblique camera system. After connecting all of the 
matches, we select hundreds of points that are evenly distrib-
uted within each image. In the selection, we prefer the points 
that connect more images, and the maximum tied points even 
linked 31 images. Overall, there are 8,339 object points that 
formulate 47,522 image tie points for the bundle adjustment.

The mean square error of the unit weight is σ0 = 0.46 
pixels after the bundle adjustment, and the adjusted platform 
parameters together with their internal accuracies are listed in 
Table 4. The internal accuracies for the adjusted platform pa-
rameters are quite good because of the well-distributed block 

Table 2. Matching Results for the Two Test Areas; the ‘E’ Denotes the Nadir Images and A to D Denote Oblique Images

a) Tests in the rural area, which features vegetation, bare earth and roads.

Pair
Proposed Method SIFT VisualSFM Photoscan

#Matches #Outliers #False Alarm #Matches #Matches #Matches

E-A 3595 31 0 215 413 1369

E-B 9017 32 0 1730 182 2913

E-C 6498 32 0 2277 248 2145

E-D 7026 23 0 2315 294 2434

A-C 1253 21 0 N/A N/A 78

B-D 1181 6 0 N/A N/A 612

b) Tests in the built-up area, which features dense and tall buildings.

Pair
Proposed Method SIFT VisualSFM Photoscan

#Matches #Outliers #False Alarm #Matches #Matches #Matches

E-A 3398 31 0 36 61 940

E-B 3943 41 0 138 62 934

E-C 4461 56 1 43 36 1730

E-D 4688 41 0 49 34 1096

A-C 726 17 0 N/A N/A 286

B-D 2596 36 0 N/A N/A 231

Table 3. Performance Results for the Runtime Speed of the Proposed Method

Pair Feature detection (ms) KNN search (ms) RANSAC filter (ms) Spatial filter (ms) Miscellaneous (ms) Total (ms)

E-A 8847 8290 9 26 102 17274

E-B 10607 10329 618 26 99 21679

E-C 10034 9038 30 28 107 19237

E-D 10814 9587 380 32 13 20826

Table 4. Adjusted Results of the Platform Parameters for the Oblique Images; the Bold Values Denote the Internal Accuracies of the Platform Parameters

Translation POE Rotation ROE

X(m) Y(m) Z(m) φ(°) ω(°) κ(°)

CamA-CamE
0.107 0.003 0.038 -0.770 44.820 90.720 

3.20E-03 3.29E-03 3.26E-03 3.07E-04 2.30E-04 4.31E-04

CamB-CamE
0.018 0.118 0.051 -44.583 -0.155 180.223 

2.93E-03 2.27E-03 2.87E-03 1.83E-04 1.78E-04 2.12E-04

CamC-CamE
-0.094 -0.012 0.024 0.751 -44.974 -89.306 

2.81E-03 3.14E-03 2.96E-03 2.91E-04 2.19E-04 2.90E-04

CamD-CamE
-0.001 -0.116 0.039 45.519 0.374 0.295 

2.98E-03 2.43E-03 2.98E-03 1.79E-04 1.73E-04 2.50E-04
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network with multiple tie points among all of the images. The 
platform parameters changed only slightly compared to those 
before the adjustment as shown in Table 1.

To evaluate the consistencies in the block, we select 
another 3,000 sets of tie points from the remaining correspon-
dences after removing the points used for the bundle adjust-
ment. Each set must connect at least two nadir images and 
two oblique images. Thus, we treat the 3D points triangulated 
by the nadir images as ground control points. The projection 
errors and the 3D position errors of the oblique images are 
listed in Table 5, including the root mean square errors (RMSE) 
of the image coordinates and object space. The projection 
errors decreased nearly an order of magnitude, even with the 
small changes in the platform parameters. The position errors 
are reduced to approximately 1.5 GSD. When taking the flight 
height into, the relative accuracies (RMSE divided by relative 
flight height) are shown as the bolded rows in Table 5b, which 
is sufficient for subsequent processing considering the preci-
sion of the triangulated control points and the small baseline-
height ratio of the medium format oblique images (Colomina 
and Molina, 2014).

Conclusions
We determined that translational shifts and rotational skew-
ing exists in the platform parameters for the SWDC-5, even if 
the parameters are expected to be fixed after offline calibra-
tion, which will cause tens of pixels misalignments on the 
oblique images and more than one-meter positioning errors. 
Due to occlusions and perspective deformations, tie point 
matching for the images of oblique camera systems are ex-
traordinarily difficult. To surmount this problem, we exploit-
ed the initial geometric information to rectify the images and 
reduce the perspective deformations. Furthermore, spatial 
relationship constraints are incorporated into the feature 
matching procedures and serve as important clues to remove 
outliers, which still exist after using the common approach 
to handling outliers because of the consequences of the es-
sential image dissimilarities in appearances. Experimental 
evaluations and comparisons reveal that the proposed method 
outperforms the standard SIFT in both the numbers and dis-
tributions of the correspondences. After a bundle adjustment 
with the connected points that are generated by the proposed 
method, the translation and skewing of the platform param-
eters are remedied. Furthermore, the internal inconsistencies 
of the block are reduced to a satisfactory level. An obvious 
trend in processing oblique images is to exploit the measure-
ment potentials (Haala, 2013), and our future works will focus 
on developing efficient and suitable method for the dense 
image matching of oblique images.
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